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1. Introduction 
Information and uncertainty can be considered as two facets of the same coin. Increase in the volume of 

information reduces the uncertainty. Any information generally includes some element of uncertainty. The 

information may be regarding the structure and causal relationships of the system, the inputs of the systems, the 

goals and objectives, and the interpretation related to outcome of the analysis.  

In this regard a novel proposal is essential to handle uncertainty. It requires additional information for 

validation of a specific proposition in a context dependent environment, apart from the required to arrive at 

absolute certainty.  

The main reasons for modeling the large-scale systems in present day environment is with the 

assumption that all things are interdependent, so that a small variation in one sub system can affect many sub 

systems of the entire system. In such dynamic environment, accountability and risks attached to uncertainty 

become the critical aspects for making the policies and taking the decisions. This situation is observed in all 

domains including economic, political, engineering, science, and social issues and wider applicability in almost 

all domains where decision making is involved.  

The amount of information sufficient to achieve entirely distinguishing specifications is required to 

measure the uncertainty. Marginal amount of information that satisfies the requirements of a particular task 

cannot meet the requirement for measuring uncertainty. In other context, uncertainty is in the view of analyst 

with a given level of uncertainty it may be sufficient for one specific problem but may be insufficient for 

another problem.  

In the basic uncertain object model, assuming that each instance belongs to a unique object, though the 

object may have multiple instances, if an instance may belong to different objects in different possible worlds. 

Such a model is useful in Possibility Linkage analysis.  

A Possibilistic linkage model generally has two sets of tuples ―A‖ and ―B‖ and a set of linkages 𝔗. 

Each linkage 𝓵 in 𝔗 matches one tuple in ―A‖ and one tuple in ―B‖. For a linkage 𝓵 =(tA,tB), we say 𝓵 is 

associated with tA and tB. We write 𝓵ε tA and 𝓵εtB . We consider each tuple tAεA as an uncertain object and 

tB ε B as an instance of tA if there is a linkage 𝓵 =(tA,tB)ε𝔗.  

The membership possibility of instance tB with Object ―tA‖ may contain multiple instances {tB1,tB2,…,tBk} 

where (tA, tBi)𝜖ℑ(1≤i≤k). At the same time, an instance tB may belong to multiple objects {tA1,tA2,…,tAd} 

where (tAj,tB)𝜖ℑ(1≤j≤d). A mutual exclusion rule RTB=(tA1,tB) ⊕ (tA2,tB) ⊕..... (tAd,tB) specifies that tB 

can only belong to one object in a possible world.  

A record linkage is a technique that identifies the linkages among data entries that represent the same real world 

entities drawn from various data sources. In the real world applications, data is often incomplete or unclear. 

Hence, uncertainty arises even with the record linkages.  

Possibility Record Linkages are generally applicable while modeling the uncertainty. For two records, 

possibility record linkage model can estimate the degree of possibility that the two records are related to the 

same real world entity. Let us consider two thresholds α1&α2(0≤α1<α2≤1). When the possibility linkage is less 

Abstract: Uncertainty is an unavoidable phenomenon in the real world data due to ambiguity and vagueness. 

Vagueness makes it difficult to make clear distinctions and Ambiguity is related to the problem of choosing the 

right one from few precise choices. Real world data lacks accuracy, completeness and efficiency and analyzing 

such data available in huge volumes is an essential task in real world applications. There are numerous 

applications that can handle uncertain data including Graphical models and linkage models, which is the most 

basic, common approach to process and deliver optimized outcomes from the Query processing. These models 

are generally represents either probabilistic based or plausibility based frameworks. In this paper we represent 

uncertain data using possibilistic linkage models. 
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than α1 the records are not matched. When the possibility linkages are between α1&α2, then records considered 

possibly matched.  

To build a possibility record linkage effectively and efficiently with the some real world scenarios. 

Each linked pair of records as an uncertain instance and each record as an uncertain object. Two uncertain 

objects from different data sets may share zero or one instance. Thus the uncertain objects may not be 

independent. For instance, let us consider the patient data from hospitalized registered and cause of death data, 

which is presented in Table1. 

 

Table1: Record linkages between the patients registered data and cause of death registered data 
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Let E be the set of real world entities. Let us consider two tables A and B which describe subsets 

EA,EB⊆E of entities in E. Each entity is described by at most one tuple in each table. In general, EA&EB may 

not be identical, they may have different schemas as well.  

 

1.1 Possibility Linkage: Consider two tables A and B each describing a subset of entities in E, a linkage 

function L:A×B→[0,1] gives a score L(tA,tB) for a pair of tuples tA𝜖A, tB𝜖B to measure the likelihood that tA 

& tB describes the same entity in E.  

A pair of tuples 𝒍=(tA,tB) is called a possibility record linkage, if L(𝒍)>0, Poss(𝒍)=L(tA,tB) is the 

possibility degree of ‗l‘. Given a linkage 𝒍=(tA,tB) , the larger the possibility degree Poss(l), the more likely the 

two tuples tA & tB describe the similarity entity.  

A tuple tA𝜖A may participate in zero, one or multiple linkages. The number of linkages that tA 

participates in as called the Degree of tA denoted by d(tA). Similarly we can defined(tB).  

For a tuple tA 𝜖A, let 𝒍 1=(tA,tB1),...., 𝒍 d=(tA, tBd) be the linkages that tA participates in. For each 

tuple tA 𝜖A, we can write a Mutual Exclusive Rule (MER) RtA= 𝒍 1 𝒍 2⊕…⊕ 𝒍 d(tA), where d is the degree of 

tA 𝜖A , that indicates atmost one linkage can hold based on the assumption that each entity can be described by 

atmost one tuple in each table. The possibility degree is computed as 𝑃𝑜𝑠𝑠(𝑡𝐴)=Σ𝑃𝑜𝑠𝑠(𝑙𝑖) 𝑑(𝑡𝐴)𝑖=1that tA is 

matched by some tuples in B. Since the linkage function is normalized, Poss(tA)≤1. It is denoted by RA={RtA/ 

tA 𝜖A }, the set of mutual exclusion rules for tuples in A. Similarly RtB for tB 𝜖B, are symmetrically defined.  

Therefore (£,A,B) specifies a bipartite Graph, where tuples in A and those in B are two independent 

sets of nodes respectively and the edges are the linkages between the tuples in the two data tables.  
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1.2 Connection with the Uncertain Object Model.  

Given a set of Possibility linkages, L between tuple sets, A and B, we consider each tuple tA 𝜖A , as an 

uncertain object. For any tuple tB 𝜖B , if there is a linkage 𝒍 =(tA,tB) such that Poss(𝒍)>0. Then tB can be 

considered as an instance of object tA 𝜖A whose possibility degree is Poss(𝒍).  
In contrast to the basic uncertain object model where each instance only belongs to one object, in the 

Possibility Linkage model, a tuple tB 𝜖B may be the instance of multiple objects {tA1,tA2,…,tAd} where d is 

the degree and tAi is a tuple in A with linkage (tAi,tB) 𝜖 L(1≤i≤d).A mutual exclusion rule RtB=(tAi,tB) ⊕ .... 

⊕ (tAd,tB) specifies that tB should only belong to one object in a possible world. Alternatively, we consider 

each tuple tB 𝜖B as an uncertain object and a tuple tA 𝜖A is an instance of tB if there is a linkage (tA,tB)𝜖L.  

Thus, a linkage function can be regarded as the summarization of a set of possible worlds.For a linkage 

function L and tables A and B, let LA,B be the set of linkages between tuples A and B. A Possible world of 

LA,B denoted by W⊆LA,B is a set of pairs 𝒍 =(tA,tB) such that for any mutual exclusion rule, RtA, if 

Poss(tA)=1, then there exists one pair (tA,tB)𝜖L . Symmetrically, for any mutual exclusion rule, RtB, if 

Poss(tB)=1, then there exists one pair (tA,tB)𝜖W. 

Each tuple tA 𝜖A participates in at most one pair in W, so does each tuple tB 𝜖B . WLA,Bdenotes the set 

of all possible worlds of LA,B  

Similarly we can represent the uncertain data models in the form of Data Streams as well as 

Possibilistic Graphical models using Possibilistic Networks that can be discussed in future presentations.  

 

Conclusions 
The object of this paper is to represent and analyze the uncertain/vague data using Possibilistic object 

linkage models for the process and evaluation of Query and also provide the ranking to the evaluated query. 

Here, an uncertain object model is represented as Possibilistic Database Model using Possibilistic Networks 

through record linkage and tuple analysis and vice versa so that the uncertain data model can be evaluated 

through the query evolution mechanism using Possibilistic Database model. Further,the uncertain data may be 

represented as Data streams and Possibilistic Graphical Models that process the data objects to evaluate through 

query evaluation system using Possibility theory. 
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